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Introduction

New Ways to Gather and Analyze Textual Data!

Use scaleable NLP to create a generalized concept of industry, identify
competitors, and measure competition. Useful in many finance and
economics questions.
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Introduction

Economic Questions Key to Using Big Data

Begin with economic questions and then move to getting and processing the
data.

Most corporate finance studies of interactions of competition and
corporate finance decisions have historically focused only on most basic
issues of market structure:

concentration with preset industry peers according to SIC or NAICS codes.

Yet real-life competition is rich: market structure is first order in M&A,
asset pricing, firm investments, profits and anti-trust.
Beyond that, these over-simplified industries are mainly used as controls
(fixed effects) with little empirical concern for other aspects of market
structure.
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Introduction

New data & methods enable Network representation
of Firms / Individuals

* Modeling which firms (individuals) are in the same industries (group) is
essentially “network design”. We can measure localized competition and find
related firms/individuals that are important in corporate finance and asset
pricing.
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Introduction

Large Language Models: Recent Developments

Recent explosion of language models

2014

doc2vec
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Introduction

New Textual NLP Research in Finance

Over 1000 papers use TNIC data from these original papers.

Hoberg and Phillips (2010 RFS): “Product Market Synergies and
Competition in Mergers and Acquisitions: A Text-Based Analysis.”
Hoberg and Phillips (2016 JPE): “Text-Based Network Industries and
Endogenous Product Differentiation.”

Many new "Big Data and NLP" papers in finance and economics.

New NLP methods (Doc2Vec) applied to understand firm scope and industry
concentration. Hoberg and Phillips (2024, forthcoming Journal of Finance:
“Scope, Scale and Concentration: The 21st Century Firm”
New research using Longformer LLM of patent text from over 600,000
patents to understand innovation competition. Acikalin, Caskurlu, Hoberg
and Phillips (2024, wp): “Intellectual Property Protection Lost and
Competition: An Examination Using Large Language Models.”

→ Use Longformer LLM. Being presented in the keynote address by me next
Tuesday, the 18th, at 10:50 am, Universite Paris Dauphine-PSL in a
conference: Tech for Finance: AI and Blockchain
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Longformer Model

Large Language Models (LLMs): The Basics
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Longformer Model

Large Language Models
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Longformer Model

Large Language Models: Doc2Vec in 2014

Recent explosion of language models
doc2vec
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Text Processing: The Basic Building Blocks

Basic Building Blocks: Natural Language Processing
(NLP)
We began this analysis in 2006 with PERL on a personal computer. Current
work on a high-performance networked cluster with 18TB of stored webpages.

Simply extract Item 1 (Business Description) from every 10-K in each year.
Parse and Process.Gordon Phillips Computational Linguistics, ML & AI in Finance Tuck School of Business 10 / 25



Text Processing: The Basic Building Blocks

Measuring Product Environment Using Text: Apple
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Text Processing: The Basic Building Blocks

1999 10-K Apple Computer
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Text Processing: The Basic Building Blocks

2009 Apple Inc. 10-K
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Text Processing: The Basic Building Blocks

2009 Apple Inc. 10-K, part 2
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Text Processing: The Basic Building Blocks

10-K Words ==> Over 2 million

Take all words used in the universe of 10-Ks in product description each
year (87,385 in 1997).
Exclude words (3027 of them in 1997) appearing in more than 5% of all
10-Ks.
Form boolean vectors for each firm in each year (1=word used, 0=not
used).
Normalize to unit length. Dot products => pairwise product similarity.
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Text Processing: The Basic Building Blocks

Product Market as a Sphere

Gordon Phillips Computational Linguistics, ML & AI in Finance Tuck School of Business 16 / 25



TNIC Firm Relationships

Hoberg-Phillips TNIC Industries in 2006
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TNIC Firm Relationships

Validation is Strong (JPE 2016 paper)! Signal superior
to past industries

Not only is TNIC more general in modeling of market structure.
It is 50% more informative than SIC! Validation is critical.
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TNIC Firm Relationships

TNIC data available on the web: 1989-2021

Now at: http://hobergphillips.tuck.dartmouth.edu/
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TNIC Firm Relationships

New Textual NLP Research in Finance

Over 1000 papers use TNIC data from these original papers.

Hoberg and Phillips (2010 RFS): “Product Market Synergies and
Competition in Mergers and Acquisitions: A Text-Based Analysis.”
Hoberg and Phillips (2016 JPE): “Text-Based Network Industries and
Endogenous Product Differentiation.”

Many new "Big Data and NLP" papers in finance and economics. We will cover
These 2 new recent papers.

New NLP methods (Doc2Vec) applied to understand firm scope and industry
concentration. Hoberg and Phillips (2024, forthcoming Journal of Finance:
“Scope, Scale and Concentration: The 21st Century Firm”
New research using Longformer LLM of patent text from over 600,000
patents to understand innovation competition. Acikalin, Caskurlu, Hoberg
and Phillips (2024, wp): “Intellectual Property Protection Lost and
Competition: An Examination Using Large Language Models.”
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TNIC Firm Relationships

Recent NLP Advances

Semantic relatedness can improve power beyond cosine similarities.
Embedding technologies showing strong promise in a pilot study.
Latent Dirichlet Allocation is not recommended for economic reasons.

* New WTNIC (Web Text-based Network Industry Classifications) models
coming soon using almost 1 million Webpages for over 20 years.
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TNIC Firm Relationships

Major Expansion to Private Firms

Joint NSF-funded research b/t B-School and Comp Sci Researchers.
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TNIC Firm Relationships

Finding Competitors Using Web-text
Major concerns about declining competition and innovation in the US.
Getting data on private firms from websites for almost 1 million private firms.

Over many many websites, we often see:
1 Employment section.
2 Social media section
3 ESG/corporate social value section
4 Blogs
5 Press release section
6 Financials and SEC filings
7 Specific information about the company’s products!

Our project seeks to focus on 7.
Good news: items (1) to (6) have a strong factor structure, and we can use
that to purge this content!
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TNIC Firm Relationships

Why do all of this?

Major concerns about declining competition and innovation in the US.
Hard to find data on early-stage firms.
new Economy involves firms with multi-dimensional products. Can
measure with text!
Identifying frictions –> change IP rules or provide “right” incentives –>
eventually the right policy choices for next 100 years!
The counterfactual is weakly established conclusions and a policy of “trial
and error” with lackluster economic performance.

* Textual analysis in research has the potential to pick out complex
interactions.
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TNIC Firm Relationships

Conclusions - Computational Linguistics in Finance

Computational Linguistics (NLP) work began on a PC back in 2006 with
simple methods.

Stage 1, modeling U.S. public firms, was completed in late 2008.
Much validating research has already been done following stage 1.

New methods include "doc2vec" (paper by me and Jerry Hoberg, forthcoming
Journal of Finance, and machine learning transformer models (LLMs).

Stage 2, expansion to U.S. private firms with new transformer language
models to be completed soon.

==> Many applications and economic tests can be examined with greater
flexibility!
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